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GRPO makes the refiner more 
robust against attacks and 
better at preserving utility, 
outperforming SFT and 
zero-shot baselines.
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